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Abstract

Use of a high-order deterministic sampling technique in direct simulation Monte-Carlo (DSMC) simulations eliminates
statistical noise and improves computational performance by orders of magnitude. In this paper it is also shown that if a
random timestep is used in place of a fixed timestep, there is an additional improvement in performance. This performance
can be increased by using a timestep that samples a random variable with a high-kurtosis probability density function. As a
simple example of the method, the one-dimensional diffusion equation with an exponentially-distributed timestep is sim-
ulated, and a performance gain of approximately two is obtained. Applications to numerical simulations of fluids and plas-
mas are indicated.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction

Finite-difference time domain (FDTD) fluid and particle-in-cell simulations use a fixed timestep dr to
update the field quantities [1,2]. Here I will discuss the advantages of using an exponentially-distributed time-
step [3]. Because the timestep dz is random with an exponential distribution, the exact time ¢ = ¢ + d¢ is not
formally known. The relevant time in a random timestep code is just the expectation value (), which is equiv-
alent to the “sure” time “#” for a fixed timestep code. The motivation for using random timesteps in physics
simulation codes is illustrated with a simple example based on the diffusion equation. In general, this random
timestep method may be applicable to the wide range of simulation codes (such as fluid and plasma codes)
described by the Fokker—Planck equation [4,5].

The direct simulation Monte-Carlo (DSMC) method is the principal computational method for fluids and
rarefied flows involving gases and vapors having low-density regions and boundary layers [6-8]. It also has
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application to the simulation of microelectromechanical systems (MEMS) such as micropumps, microvalves,
and microturbines [9]. Although the DSMC method is extensible to any process described by the Fokker—
Planck equation, it is deficient as a computational tool since its error is inversely proportional to the square
root of the sample size [9-11]. The slow convergence of the method necessitates the use of a large number
(N > 10°) of computational particles per grid cell. Hence, DSMC may not be practical for a number of
applications.

As a remedy, some recent publications have proposed using the Burnett equations [12], or variance-reduc-
tion techniques such as information preservation DSMC (also called DSMC-IP) [13,14] or molecular block
DSMC (also called MB-DSMC) [15]. These hybrid techniques are themselves problematic. For example, at
large Knudsen number the Burnett equations are not only quite complicated but also unstable to small wave-
lengths [9]. In addition, results for the MB-DSMC technique have been found to significantly disagree with
those of classical DSMC [10].

The quickly converging simulation technique called quiet direct simulation Monte-Carlo (QDSMC) has
been shown to have application to plasma and fluid flow [16,17] and other processes described by the Fok-
ker—Planck equation. Because it is based on high-order deterministic sampling, instead of random sampling,
no stochastic noise is generated. In this paper, the use of QDSMC with an exponential timestep is introduced.
It is shown that even for the simple example of one-dimensional diffusion, simulation times can be improved
over QDSMC by at least a factor of two.

2. Quiet direct simulation Monte-Carlo

The approach of quiet direct simulation Monte-Carlo (QDSMC) simulations is to replace the stochastic
advance of a particle in phase space by a deterministic sampling chosen to preserve the low order moments
of the normal random variable N(0, 1). For example, a normal (Weiner) update of a particle initially at a posi-
tion x(z) is defined by

x(t+dt) =x(t) + v2Ddt N(0,1) (1)

where d7 is a fixed timestep, and N(0, 1) is a normal random variable with zero mean and unit variance [5].
Since the probability density defined by N(0,1) is given by p(x) = (215)*]/ Zexp(—x%/2), QDSMC uses weights
w; and abscissas ¢; for which the Gaussian quadrature approximation [16-21]
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becomes exact when the function f{x) is a linear combination of the 2J — 1 polynomials x°, x',...,x*’~!. The

quantities g; and w; are known as Gauss—Hermite parameters [19-21].

Unlike lower-order quadrature schemes like Simpson’s method, which involve evaluating f{x) at evenly
spaced points x; on the grid, Gaussian quadrature is a high-order integration scheme for which the sampling
points and their corresponding weights are chosen to satisfy Eq. (2) [19,20]. In comparison, Monte-Carlo inte-
gration is a low-order scheme for which the sampling points are chosen randomly, and the weights w; = 1/N
are equal.

The equivalent to Eq. (1) using Gaussian quadrature is

x(t+dt) = x(¢) + v2Ddt g, (3)

When calculating expectation values with Eq. (3), each abscissa ¢; is weighted by its corresponding weight w;.

3. Using random timesteps to push particles

A normal update x(¢) — x(¢ + d¢) defined by Eq. (1) uses samples realized from a normal random variable.
It might be advantageous in some cases to use a different probability density function. For example, consider
the case where the magnitude of the timestep dz is not fixed, but distributed exponentially with a “rate” 1, so
that the probability density is p(z) = Lexp(—A4t) [4,5]. The probability that dz > ¢ is
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Pr[d > 1] = / " p(t)dr = exp(— ) 4)

Consider now a normal (Weiner) increment Wy, beginning at the origin at = 0. Following Jansons and Lythe
[3], we calculate the probability that after a timestep d¢, Wy, > x. This is

Pr[Wy4, > x] = / dr p(t)/ dx G(x,10,0) = / dr p(1) [5 - Eerf(x/\/4Dt) (5)
0 0 0
where
2 )
erf(x) = | exp(—y7)dy. (6)
0
Performing the integration in Eq. (5), one finds that
1
Pr[Wa > x] =Pr[Wy < —x] = 3 exp(—x+/4/D) (7)

Hence, Wy, has a symmetric exponential, or bi-exponential distribution. Compared to a Gaussian, this distri-
bution is highly peaked near the origin. Note that the exact value of d¢ is not formally known, although the
mean timestep is

(dey = 1/4 (8)

The elapsed time after N steps is a random variable with mean N/A. This time (¢f) = N// is analogous to the
time ¢ = Ndt¢ for a fixed-timestep simulation. An increment equivalent to the normal fixed-timestep case in Eq.
(1) is now [3]

x(t 4+ dt) =x(¢) + /D/A sp (9)
where s is a random variable that can take the values +1 or —1, and p is an exponentially-distributed random
variable defined in Eq. (4).

Consider now the case of QDSMC for a bi-exponentially distributed random timestep. Because the prob-
ability density function is now symmetric exponential, Gaussian quadrature is determined by Gauss—
Laguerre abscissas and weights [19,21]

| eV = 3w a) (10)
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Sample paths are then generated by

x(¢ 4+ dt) =x(¢) + /D/ q; (11)
where each abscissa ¢; is understood to represent the symmetric pair (¢;, —¢;).

Formally, Eq. (9) with a symmetric exponential random variable replaces Eq. (1) with a normal random
variable. The interpretation of Eq. (9) is that it describes a process with a random time step (with a bi-expo-
nential distribution), but it could also be interpreted as describing a constant time step and random displace-
ment (generated with a bi-exponential random variable).

4. Summary of numerical results and conclusions

As a numerical example, assume an initial line mass f{x) = 1 situated at —8 < x < 8 on a one-dimensional
grid defined in the region —24 < x < 24. The time dependence of the mass function f{x) is described by the
one-dimensional diffusion equation

of  Of

~ _p=L 12

ot Ox? (12)
with D = 1. The total number of grid cells is taken to be N, = 192, giving a cell spacing L = 48/192 = 0.25.
A plot of the mass function f{x) at t =0 is shown at the top of Fig. 1, and the analytic solution of f{x) at
t =19 is shown at the bottom of Fig. 1.
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Numerical integration of the diffusion equation is done by particle-in-cell (PIC) techniques [2], and pro-
ceeds as follows: at some initial time #y, N particles are created at each grid point x; of a spatial mesh where
the mass function f{x;, ty) is defined. Each particle created at x; carries a fraction w; of the total mass f{x,, 7) at
the grid point x;. Then each particle is displaced from x(7) = x; to x(¢ + d#) according to a given Weiner incre-
ment. The particle’s new position on the numerical grid is then used to weight its mass back to the grid, and
the particle is destroyed. Linear weighting (also called area weighting) is used to assign the particle mass to the
mesh [2]. A new set of N particles is created at the next timestep to further advance the mass.

For comparison of the different integration techniques, a PIC simulation code was written to handle each of
the following four cases: (a) the classic DSMC method based on Eq. (1) with random samples of a normal
variable, (b) the DSMC method based on Eq. (9) with random samples of a bi-exponential, (¢) the QDSMC
method based on Eq. (3) with deterministic samples of a normal variable, and (d) the QDSMC method with
random timesteps based on Eq. (11) with deterministic samples of a bi-exponential. Each case was imple-
mented as a distinct method in a C++ particle class. The simulations were conducted on a variety of
GNU/Linux-based workstations. Average run times were obtained using the GNU compiler g++ and timing
utility time [22].

Plots of the mass function f{x) for the classic DSMC algorithm, Method (a), are shown in Fig. 2 for the two
cases: 4 particles/cell (top), and 4000 particles/cell (bottom). The results are obtained by running the simula-
tions up to the final time # = 19, and plotting the values of f{x) calculated on the numerical grid. The timestep
was df = 0.05. The normal random variable in Eq. (1) was sampled with the standard Box—Muller algorithm
[21]. In comparing Fig. 2 with the analytic solution for f{x) at the bottom of Fig. 1, it is seen that the significant
statistical noise in the DSMC method requires a minimum of thousands of simulation particles for sufficiently
accurate results.

Method (b), the exponential random timestep for DSMC described by Eq. (9), showed similar accuracy and
runtime characteristics to standard DSMC. Both cases required thousands of particles/cell for reasonable
fidelity, and had similar run times. Hence, there is no advantage in using a random timestep method in clas-
sical DSMC simulations.

The dynamic range and accuracy of the Quiet DSMC approach, Method (c), allows it to quickly converge
to the correct solution with as little as 2-4 particles/cell. At the top of Fig. 3 is shown a plot of f{x) at r = 19 for
a Quiet DSMC simulation with d7 = 0.05 and with 4 particles/cell. It should be compared with the corre-
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Fig. 1. Exact solution to the one-dimensional diffusion equation with an initial unit line mass at —8 < x < 8. The top plot corresponds to
the initial mass distribution at # = 0 and the bottom plot corresponds to the calculated mass distribution at 7 = 19.
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Fig. 2. Plots of the mass function f{x) evaluated at the grid points of a DSMC simulation with dz = 0.05 and a final simulation time of
t = 19. The upper plot used 4 particles/cell and is extremely noisy. The lower plot used 4000 particles/cell, is hundreds of times slower, and
still exhibits some statistical noise.

sponding DSMC plot with 4000 particles/cell at the bottom of Fig. 2. With 4 particles/cell the deterministic
sampling technique of Method (¢) was many hundreds of times faster, and more accurate, than DSMC sim-
ulations with 4000 particles/cell. At the bottom of Fig. 3 is a plot of the mass function from a Quiet DSMC
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Fig. 3. Simulation results for the mass function f{x) at ¢t = 19 using the fixed-timestep Quiet DSMC method with 4 particles/cell. The top
plot was run with a timestep dz = 0.05 and the bottom plot corresponds to dz = 1.0. Compare the upper plot to the equivalent DSMC case
using 4000 particles/cell (the bottom of Fig. 2). At a larger timestep dz = 1.0, the simulation has lost fidelity, as shown in the lower plot.
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simulation with a much larger timestep (dz = 1.0). In this case, the simulation has clearly lost accuracy, and
will be discussed in more detail below.

In Method (d), the QDSMC algorithm with random timesteps, the update is given by Eq. (11) instead of the
Gauss—Hermite form given by Eq. (3). Simulation times for Method (d) were not significantly faster than that
of Method (c) with the same timestep. However, simulations using Method (d) followed the solution more
accurately at larger timesteps than those using Method (c). Compare the simulation results of Method (c)
shown in Fig. 3 with those of Method (d) in Fig. 4. For dr =0.05 both methods give similar results for
fix). For dt = 1.0, however, the solution for f{x) using Method (c) becomes unphysical while the solution
for Method (d) still retains considerable fidelity.

In the numerical runs for Quiet DSMC, the random timestep method consistently gave better results than
the fixed-timestep case even at larger timesteps. For the present example, the fixed-timestep method began to
noticeably lose fidelity at a timestep dz ~ 0.5, while the random timestep method lost similar accuracy at
dz ~ 1.5. The capability of using larger timesteps in Method (d) renders this method more computationally
efficient than Method (c).

Why does the random timestep method retain its fidelity at larger timesteps than the fixed timestep method?
Timesteps are restricted in DSMC codes by a requirement that mass elements cannot move a distance greater
than a cell length in one timestep. Requiring particles to remain long enough within a cell ensures that particle
information is properly distributed within the computational grid, and the particles within a cell are able to
interact. If L is the length of a grid cell, this means that a particle cannot travel a distance Ax > L in a timestep
At. This timestep restriction is not really a Courant condition, but is actually a requirement on the fidelity of
the solution. That is, violation of the condition may yield solutions that are not physically realistic.

For DSMC simulations, Ax ~ (ZDAt)l/ % from Eq. (1), so the maximum timestep must satisfy Az ~ L*/2D.
This is just the Einstein-Smoluchowski equation for a Brownian particle with mean step distance L and mean
time At between steps. In DSMC simulations the cell length L is typically identified with the particle mean free
path. At a timestep of dz =0.05, the step distance in the DSMC simulations of Method (a) with D=1 is
Ax ~ (2Ddl)1/2N(O, 1) ~ 0.316 N(0,1). Since the expected value of the normal random variable N(0, 1) is zero,
and since L = 0.25 in our example, the relation Ax < L can be satisfied for a significant number of Monte-
Carlo realizations.
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Fig. 4. Simulation results at (#) = 19 using the random-timestep Quiet DSMC method. The top figure corresponds to a mean timestep
(d#) = 0.05, and the bottom figure to (d7) = 1.0. Compare the lower plot to the corresponding fixed-timestep plot with d¢ = 1.0 (bottom of
Fig. 3).
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For Quiet DSMC simulations with fixed timesteps and 4 particles/cell, the Gauss—Hermite abscissas are
q; = =10.742 and ¢; = £2.33 (see Ref. [19]). Hence, from Eq. (3), for a timestep dz = 0.05, there are a pair
of steps with Ax = +0.235 and a pair of steps with Ax = +0.738. Although the two particles with steps
|Ax| =0.738 > L traverse a distance greater than a cell length in one timestep, the other two particles with
|Ax] =0.235 <L seem to be able to “regulate” the fidelity of the simulation. For the larger timestep
dt = 1.0, the step distances are Ax = £+1.05 and Ax = 43.30. These step distances are considerably larger than
the cell size L = 0.25 and the simulation (although mathematically stable) becomes inaccurate and unphysical,
as shown at the bottom of Fig. 3.

For Quiet DSMC simulations with exponentially-distributed random timesteps, the position updates are
obtained from Eq. (11) using Gauss—Laguerre abscissas. In the case of 4 particles/cell, the symmetric &+ pair
of the first two Gauss—Laguerre abscissas (0.586 and 3.41) are used. For an average timestep (d¢) = 0.05, the
step sizes are then Ax = £0.131 and 10.763, so that the two particles with |Ax| =0.131 < L are able to “reg-
ulate” the accuracy of the simulation. For the timestep (d7) = 1.0, the step sizes are Ax = +0.586 and +3.41.
Although these step distances are larger than the cell size L = 0.25, there was only a minor (and unnoticeable)
loss in accuracy, as seen at the bottom of Fig. 4. Note that the step size Ax = 0.586 for dz = 1.0 is one-half the
value (Ax = 1.05) of the step size for the fixed-timestep case. In fact, because of the relative magnitudes of the
step sizes for the two cases, the random timestep method seemed to have similar accuracy to the fixed-timestep
method with timesteps a factor ~2-4 times larger.

Although both the fixed timestep and random timestep method use Gaussian quadrature, the random time-
step method takes “deterministic samples™ of a distribution that is more strongly peaked near the origin. That
is, particles that are sampled from the exponential distribution will have some step distances that are less (and
some that are more) than the corresponding particles from a normal distribution. Those particles that have
smaller step distances Ax < L are able to control the accuracy of the solution. One can compare the magni-
tudes of the smallest QDSMC step size Axgyeq fOr a fixed timestep to the smallest step size AX;andom USING
a random timestep. For the case above (df = 1.0), Axangom ~ 0.586, while Axgyeq ~ 1.05. The ratio of these
steps is essentially the allowable increase in timestep for the random-timestep simulation over the fixed-time-
step case, or a factor Axgyed/AXrandom ~ 2.

The reason for the performance gain is that the distribution function of an exponentially-distributed ran-
dom variable is more sharply peaked near the origin than that of a normally-distributed random variable. In
other words, the symmetric exponential distribution (sometimes called the bi-exponential distribution) has a
higher kurtosis than a normal distribution [5]. Hence, deterministic samples of the symmetric exponential dis-
tribution defined in Eq. (7) have some values less, and some values greater, than the corresponding samples of
a normal distribution. These low-value samples have smaller step sizes which are more likely to satisfy the
accuracy condition Ax < L, and are thus able to “regulate” the fidelity of the solution in cases for which
the deterministic samples from the normal distribution cannot.

An important extension to the present study would be to apply random timestepping to plasma or fluid
simulations. A straightforward way of doing this would to transform the timestep in the field equations to
a random timestep as done in Eq. (4). For example, consider the applicability of the random timestep method
to fluid simulations using QDSMC as described in [16]. The fluid equations are derived from the first three
moments of the Fokker—Planck kinetic equation, which is itself equivalent to the Ornstein—Uhlenbeck (O—
U) process equations [23]. The O-U process consists of a diffusive process (as discussed here) with the addition
of a drift term. Using operator splitting as described in [16], the thermalization term (which describes the relax-
ation of the particle velocity to the local fluid velocity) would now include a bi-exponential probability density
function instead of a Gaussian. The transport term need not undergo any changes. Again, the reason for this is
simply that the change in the thermalization term can be interpreted as an update with the same fixed timestep
dz as used in the transport term, but now with a random displacement described by a bi-exponential proba-
bility density function. Such an analysis could be presented in future work.

In summary, when applied to Quiet DSMC simulations, the random timestep method can be run at time-
steps at least double that of fixed-timestep simulations for the example of the one-dimensional diffusion equa-
tion. Preliminary two- and three-dimensional simulations seem to indicate that this performance gain scales
roughly linearly as the number of dimensions increase. Hence, 2-d is roughly four times faster, and 3-d is
roughly six times faster. Although this performance gain has only been shown for the one-dimensional diffu-
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sion equation (which is relevant to a wide number of applications), the concept of accelerating QDSMC by
deterministic sampling of a probability density function of high kurtosis has been demonstrated.

Finally, another benefit in using an exponentially-distributed random timestep over a fixed timestep is that
the intersection of a particle path with a given point can be determined exactly from excursion theory [24,25].
This may be important for simulations involving special boundary conditions. For example, consider the case
of gas or fluid motion in a region bounded by a fixed wall. Using DSMC, the particle position x(z) is known
initially at ¢, and, by the update Eq. (1), at a time 7 + d¢ later. There are cases for which the boundary was
penetrated by the particle between ¢ and ¢+ d¢, although at the end of the timestep the particle position
x(t + dz) is on the same side of the boundary as x(7) [25]. This case cannot be determined exactly by using fixed
timestep methods, but can be determined from excursion theory for exponentially-distributed timesteps.
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